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ABSTRACT

This paper reports on two types of comparisons that were conducted. First, 10-yr modeled skin temperatures
were compared with observations to evaluate model simulations of this quantity. The simulations were conducted
with the NCAR CCM2 coupled with the Biosphere-Atmosphere Transfer Scheme (BATS). The observations
were obtained from TIROS-N/HIRS-2 and the First ISLSCP Field Experiment in situ measurements. Second,
modeled skin temperatures were compared with surface-air temperatures to illustrate the differences between
them at various spatial and temporal resolutions. This is the first such study of skin temperature in a GCM.

When compared with the observations, it is evident that the CCM2-BATS can successfully reproduce many
features of skin temperature, including its global-scale pattern, seasonal and diurnal variations, and the effects
of the land surface type. However, modeled skin temperature seems to be underestimated in high latitudes in
January and overestimated in low- and midlatitudes, especially over arid and semiarid regions in July.

Statistical analyses suggest that the differences between skin and surface-air temperatures are scal e dependent.
They differ the most at smaller scales and are most similar at larger scales (i.e., they differ the most for regional
scales and diurnally, and agree more closely on monthly scales and hemispheric spatial scales). The similarity
between skin and air temperatures averaged over monthly and large spatial scalesimpliesthat the well-established
surface-air temperature measurements may be used to validate satellite-obtained skin temperatures. The differ-
ences between skin temperature and air temperature are greatest in the winter hemisphere. The monthly maximum
skin temperature is greater than maximum air temperature by about 3.5°-5.5°C, and minimum skin temperature
is less than minimum air temperature by 3.0°—4.5°C. For monthly time averaging and continental or hemispheric
spatial scales, skin temperature is consistently lower than air temperature by about 0.5°-1.0°C.

This work also studies the effects of different land types, vegetative cover, soil wetness, and cloud cover on
skin temperature. These effects are partialy responsible for the differences between skin and surface-air tem-

peratures. These results are similar to those from earlier studies done at specific sites.

1. Introduction

Surface temperature is an important climate variable,
related to surface energy balance and the integrated ther-
mal state of the atmosphere within the planetary boundary
layer. The land surface is a complex system possessing
many different elements, each having its own temperature
and depending on different energy exchange processes.
Traditionally, standard surface-air temperature measured
by a sheltered thermometer 1.5-3.5 m above aflat grassy,
well-ventilated surface has been referred to as surfacetem-
perature. Now with satellite technology, another surface
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temperature called skin temperature is becoming available
globally (Susskind 1993).

Skin temperature, also referred to as radiometric tem-
perature, is inferred from the thermal emission of the
earth surface and is generally some average of the tem-
perature of various canopy and soil surfaces. It is more
directly related to surface properties than is the surface-
air temperature, and hence is important for understand-
ing many terrestrial biogeophysical processes. It is per-
haps more physically meaningful and useful than sur-
face-air temperature.

Although skin temperature is highly correlated with sur-
face-air temperature, it differsin its diurnal, seasonal, and
longer timescale variations. For some surfaces—for ex-
ample, forests and deserts—skin temperature may differ
significantly from the average air temperature over the
surface. These differences are caused primarily by their
different dependencies on land surface and atmospheric
conditions, and can be used to infer information about the
surface heat flux, vegetation properties, and soil moisture
(Deardorff 1978; Sellers et al. 1992; Nemani et al. 1993;
Dickinson 1989, 1994; Garratt 1995; Zeng and Dickinson
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Fic. 1. The global distribution of skin temperature (Tg;,) in Kelvins for January and July. (a)
and (b) Model monthly averages; (c) and (d) from the 1979 satellite observations.

1997, manuscript submitted to J. Climate). For example,
sensible heat fluxes are produced by a difference between
instantaneous skin temperature and the overlying air tem-
perature. This relationship has been used to estimate sen-
sible heat fluxes from measured surface-air temperature
and remotely derived skin temperature (Hall et al. 1992;
Sun and Mahart 1995; Tsdlioudis et a. 1992; Vining and
Blas 1992). Soil moisture, an important climate variable,
might also be estimated remotely from skin temperature
(Wang 1992). A number of algorithms are currently avail-
ablefor this purpose (Jackson et a. 1993; Mintz and Walk-
er 1993; Sellers et d. 1990). They invert a model for the
air—earth interface energy budget that contains skin tem-
perature. By using such algorithms, Carlson et a. (1990)
and Soden and Bretherton (1994) have quite successfully
used remotely sensed data to produce maps of a moisture
availability parameter. In the absence of externa factors
such as time of day, cloud cover and temperature advec-
tion, temporal and spatial variations in skin temperature
depend primarily on variationsin soil moisture, vegetation,
and wind speed.

Before satellites, skin temperature could be measured
only by ground-based radiometers or aircraft. Such ob-
servations are site specific and may fail to provide a con-
vincing global or even regiona view. Global measure-
ments of skin temperature can be obtained from satellites
that have been in place since the 1970s. Skin temperature
has been derived from radiance measured by IR channel
or microwave channel of satellite instruments. The former
has been widely used but cannot get skin temperature
under cloudy skies, while the latter has advantage of mea-
suring surface radiance for clear and cloudy conditions.
Skin temperature can be measured by thermal remote sens-
ing instruments on geostationary satellites, such as GOES,
METEQOSAT, INSAT, and GMS, and polar-orbiting sat-
dlites, such as the AVHRR, HIRS-2, Landsat TM, and
HCMM (Tran et al. 1992; Wetzel and Woodward 1987,
Haskins et al. 1995; Soden and Bretherton 1994). For the
IR channel method, there are two ways to retrieve skin
temperature, either using detailed knowledge of the at-
mosphere profile and one IR channel obtained radiance
(e.g., HIRS-2), or using two IR channels. To derive surface
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temperature, both methods need to know the surface emis-
sivity and water vapor content, because the radiance is a
function of surface temperature, surface emissivity, and
atmospheric conditions.

SST has been retrieved from satellites much earlier
than land skin temperature. It is not a trivial step to
apply the SST algorithm to land skin temperature be-
cause of the much more complicated properties of
land surfaces and the dependence on overlying at-
mospheric conditions. At this time, adequate theo-
retical algorithms have been developed to derive skin
temperature from satellites and their applicationshave
been compared with the surface in situ data (Prata et
al. 1995; Becker and Li 1995). The error of land skin
temperature is about 1°—2°C, while the error of SST
as little as 0.5°C.

Time series currently available from satellite-derived
skin temperature are short compared to those for air
temperature. These skin temperature data, however,
have the potential advantages of better global coverage,
higher resolution, and uniform quality. Hence, itislikely

that they will become increasingly important. For com-
parisons with this new data source, the National Center
for Atmospheric Research (NCAR) Community Climate
Model version 2 (CCM2) with the Biosphere-Atmo-
sphere Transfer Scheme (BATS) archives not only air
temperature but also skin temperature. However, no at-
tempt has been made previously to examine and verify
the model-simulated skin temperatures. This work will
assess the CCM2-BATS skin temperature simulations
by comparing them with observations. This is the first
such study of skin temperature in the context of a gen-
eral circulation model (GCM).

The purpose of this work is to compare the CCM2—
BATS skin temperature simulations with the current cli-
mate to address the following questions.

e Does the CCM2-BATS model provide realistic sim-
ulations of skin temperature?

» What are the geographical, seasonal, and diurnal fea-
tures of skin temperature?

» What are the differences between skin temperature
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FiG. 2. The seasonal difference field of Ty, (July—January) in Kelvins. (a) Average of the
10-yr model simulation. (b) Satellite observations in 1979.

and surface-air temperature, and what factors deter-
mine these differences?
» How does vegetative cover influence skin temperature?

To address these questions, the general geographical
and seasonal variations of the model-simulated skin
temperature are compared to satellite-derived skintem-
peratures. The diurnal cycle of skin temperature and
air temperature is studied at several sites using model
hourly output from the climate model simulation and
the First ISLSCP Field Experiment (FIFE) data. The
studied sites were selected for their differencesin veg-
etative cover and in latitudes. Because of the limited
observations, some statistical analyses, involving cor-
relation coefficients and empirical orthogonal function
(EOF) analysis, were conducted with model data to
prototype what can eventually be done with satellite
data.

A detailed description of data is given in section 2.
The results are presented in section 3, and the major
conclusions are reviewed in the final section.

2. Data sources

Four temperature datasets are used: (a) surface-air
temperature from the historical surface-based observa-
tions; (b) skin and surface-air temperatures from the
FIFE observations; (c) skin temperature from satellite
observations; and (d) skin and air temperatures modeled
by CCM2-BATS.

a. Observed surface-air temperature

An observed, global, monthly, climatological, sur-
face-air temperature dataset is employed (Halpert and
Ropelewski 1992) to evaluate the model-air temperature
simulations. This historical data was derived from 1200
station records, extending from the 1880s to the 1980s.
It was provided by R. Jenne's group at NCAR and was
remapped onto the GCM model grid with a resolution
of approximately 2.8° lat X 2.8° long.
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FiG. 4. Location of sites selected for the model diurnal cycle study: A (20.9°N, 8.4°W), desert;
B (1.4°N, 22.5°E), evergreen broadleaf trees; C (26.5°S, 19.7°E), desert; D (40.5°N, 115.3°W),
semidesert; E (40.5°N, 87.2°E), desert; and F (39.6°N, 96.4°W), short grass.
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Fic. 5. Monthly mean diurnal cycle of the modeled Ty, and T, for clear days in July. The
x axis is the local time. The locations of the sites are given in Fig. 4. The differences between
the diurnal range of Ty, and T,, are shown in the upper-left corner.

b. FIFE data

FIFE was an international, land—surface—atmosphere
experiment where concentrated surface, airborne, and
satellite measurements were made over a 15 km X 15

FIFE site—average monthly mean diurnal cycle
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FiG. 6. Monthly mean diurnal cycle from FIFE observations. Mea-
surements are obtained from all FIFE sites and averaged for July
1987 (a) clear days and (b) cloudy days.

km test area near Manhattan, Kansas (about 39.05°N,
96.33°W). This experiment started in early 1987 and
continued to 1989 (Sellers et al. 1992).

During FIFE, continuous data acquisition (satellite,
automatic meteorological station, hydrological, and bi-
ometric data) occurred in two experimental phases in
1987 and 1989. Skin and surface-air temperatures were
measured continuously at about 3 m above the surface
by 22 Automated Meteorological Stations (AMS) dis-
tributed over the FIFE study area. These measurements
were taken every 5 min and were block-averaged to
half-hour intervals. Skin temperature was observed by
IR thermometers, while surface-air temperature came
from a measurement at 3 m. This work used site-av-
eraged half-hourly data measured at FIFE July 1987.

c. Satellite-derived skin temperature

Satellite observations of skin temperature were re-
trieved from the High Resolution Infrared Radiation
Sounder (HIRS-2) 4.3-um band on TIROS-N Opera-
tional Vertical Sounder (TOVS) (Susskind et al. 1984).
Theretrievalswere performed two timesaday at agiven
location with local times of 0300 (referred to as night-
time) and 1500 (referred to as daytime) (Smith et al.
1979). The whole-day skin temperature (Tg,;,) is an av-
erage of the observed daytime skin temperature (T%,,)
and nighttime skin temperature (T%;,).
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HIRS-2 can retrieve atmospheric parameters, such as
skin temperature, with as much as 80% cloud cover by
using multiple fields of view. Any data with more than
80% cloudiness is flagged as too cloudy and not used.
Also, the measurements of surface temperature are
checked for internal consistency (closeness of fit with
radiance residuals) and are rejected and not processed
if they exceed a noise criterion.

Only atmospheric and sea surface temperatures have
been validated against in situ data with any degree of
confidence. Susskind (1993) reports a 2.2 K rms error
for skin temperature. Currently, NOAA believes that
with use of the NCEP product as a first guess, the re-
trieval error of atmospheric temperature is about 1.6 K.
The accuracy of sea surface temperature is about 0.5 K.
There are no reliable estimates for the accuracies of
land-surface temperatures. Haskins et al. (1995) showed
an accuracy of approximately 1-2 K for comparisons
between seasonal differences and in situ data.

One year (1979) of TOV S-observed skin temperature
data, including Tg;,, T, and TY,,, was provided by R.
Haskins at the Jet Propulsion Laboratory (JPL). These
data are currently available for December 1978 to No-
vember 1979 at a spatial resolution of 125 km X 125
km on adaily basis and are also remapped onto the 2.8°
X 2.8° model grid.

d. Model-simulated data

Simulated skin and air temperatures were computed
by the NCAR CCM?2 coupled with BATS for 10 model
years with hourly and monthly means archived. The
model was run with a horizontal-spectral resolution of
T42 (approximately a 2.8° X 2.8° transform grid) with
18 vertical levels.

The third generation of the NCAR CCM version 2.0
(CCM2), described in detail by Hack et a. (1993), was
extensively redesigned and recoded from earlier versions
of the CCM for ease of use and modification, and to
improve the physical parameterizations, especialy for sur-
face temperature, surface energy exchanges, boundary lay-
er transfers, moist convection, and cloud amount and its
interaction with the radiation field. The changes to the
model have resulted in a significantly improved simula-
tion, particularly in the low latitudes (Hack et al. 1994).

The CCM2 is coupled with BATS (Dickinson et al.
1986, 1993), a detailed land model for interfacing with
the CCM. BATS hasthree soil layers and one vegetative
layer, nine prognostic variables, and 18 surface-cover
types that are based on Olson et a. (1983), Matthews
(1983, 1984), and Henderson-Sellers et a. (1986).
BATS couples with the NCAR CCM through calcula-
tions of the transfers of momentum, sensible heat, and
moisture between the earth’s surface and atmospheric
layers. Evaluations of the performance of the coupled
model (BATS with CCMO, CCM1, and CCM2) for
many simulated fields are available in Wilson et al.
(1987a,b), Dickinson and Henderson-Sellers (1988),
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Henderson-Sellers (1990), Dickinson and Kennedy
(1991), Henderson-Sellers et al. (1993), Bonan (1994),
and Hahmann et al. (1995).

The CCM2-BATS simulations used here have revised
cloud optical properties for the radiation parameteriza-
tion that improves the radiation simulation, especially
in the Northern Hemisphere at middle latitudes (Hah-
mann et al. 1995). The prescribed value of effective
cloud droplet radius over land was changed from 10 to
5 uwm and the distribution of the prescribed liquid water
path was changed from a function of latitude to a func-
tion of the solar declination angle.

Skin temperature (Tg,,) in BATS isthe average of the
soil and canopy effective radiative temperature as cal-
culated from the following equation:

Tain = ofTf + (1 — )Ty, D

where oy is the fractional vegetative cover, T; is the leaf
temperature, and T, is the soil temperature. Over the
ocean, the model T, is equal to the prescribed sea
surface temperature (SST). In the CCM2-BATS output,
Tin Fepresents an average of Tg,,, and TY,;,, weighted by
the length of day and night, respectively, whereas T,
and TY,, represent daytime and nighttime averages.
Equation (1) is how the model currently estimates skin
temperature, but it could be improved by model devel-
opers through the possible inclusion of additional
boundary layer detail and realistic emissivity.

Air temperature (T,,) is calculated in the CCM2 and
interpolated between the lowest model layer (about 70
m) and skin temperature using micrometerological the-
ory for a short grass land type. Here, Tt and TTi" are
the modeled maximum and minimum surface-air tem-
peratures. Modeled T, here is determined from the av-
erage of Tp and T, instead of the daily average value,
to be consistent with the observed T,,.

3. Results
a. Skin temperature features
1) GLOBAL DISTRIBUTION

Figure 1 showsthe global distribution of the 10-yr mod-
eled skin temperatures and compares them with the 1979
satellite observations for January and July. The prescribed
SST used by the model is evidently similar to the observed
1979 ocean skin temperature. Irregularitiesin the satellite-
obtained skin temperature fields are caused by the HIRS
retrieval with up to 80% cloud cover and compositing of
these observations over the month, such that neighboring
gridpoint values could have been observed days apart. The
model results and satellite observations are qualitatively
similar. Well-known featuresin the surface-air temperature
climatology are clearly shared by the skin temperature.
They both vary with latitude and season, and have astrong
equator-to-pole temperature gradient with the highest val-
ues of temperature in the summer hemisphere, especially
over extratropica continental regions. The coldest regions
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are found over the northern parts of the continents in the
Northern Hemisphere during winter (northeastern Siberia
and Canada) and over Antarctica. In the Tropics, the me-
ridional temperature gradients are small because of the
small gradientsin solar radiation and the large ocean frac-
tion. The steepest horizontal temperature gradients are
found in middle latitudes because of the influences of the
gradient of solar insolation, the land-sea distribution, the
type of land surface, and the surface topography. Land
and ocean contrasts are notable.

Figure 2 compares differences of the July and January
skin temperatures of the model output (Fig. 2a) with
that from the 1979 satellite data (Fig. 2b). The Northern
Hemisphere has a larger seasonal variation than the
Southern Hemisphere because land covers 39% of the
Northern Hemisphere but only 19% of the Southern
Hemisphere. Maximum values occur in the centers of
the large continents between 40° and 70°N.

Figures 1 and 2 show that model variables are very
similar to observations, except that the model under-

estimates skin temperature in some high latitudes in
winter by 1°-5°C, and overestimatesit in summer at low
and midlatitudes, especially over arid and semiarid areas
where the discrepancies can be as much as 5°C. These
disagreements are similar to those found from the cal-
culated surface-air temperature fields. Hahmann et al.
(1995) suggest that the cause for these discrepancies
lies primarily in the overestimation of surface net ra-
diation balance over these areas in summer. Other pos-
sible observational reasonsfor the disagreement are that
the satellite has a polar orbit, which passes over agiven
point on the earth once each day and once each night,
so the skin temperature is for a specific time and there-
fore should not be expected to agree exactly with the
model values for the daytime and nighttime averages,
and that errors occur in the satellite measurements.

2) DIURNAL CYCLE

The diurnal variation of skin temperature over land
is an important climate process related to surface-air
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temperature. How well it is simulated by a model is a
good diagnostic of the model simulation of physical
processes. Diurnal variations are especially sensitive to
local conditions (including slope, ground wetness, snow
cover, and vegetation) and to the state of atmosphere
(including wind, humidity, and cloud cover).

Figure 3 is the skin temperature diurnal range (T5,,—
TN:) based on model simulations. It is obvious that the
skin temperature generally has alarger diurnal variation
in summer than it does in winter. The range exceeds
10°C in, particularly, southwestern Asia, southwestern
United States and northern Mexico (July), subtropical
South America, central Australia, and over the Sahara,
a large strip centered at the Gobi (January).

Hourly output from the CCM2-BATS simulations for
July was used to study the monthly diurna variation of
skin and surface-air temperatures. Figure 4 shows the six
locations that were chosen to represent the different land
cover types at different latitudes to illustrate the skin tem-
perature and surface-air temperaturediurnal cyclefeatures.
The locations and land surface types of these points are

A (20.°N, 8.4°W), desert; B (1.4°N, 22.5°E), evergreen
broadleaf trees; C (26.5°S, 19.7°E), desert; D (40.5°N,
115.3°W), semidesert; E (40.5°N, 87.2°E), desert; and F
(39.6°N, 96.4°W), short grass. Here A, C, and E are se-
lected because they are over the same land cover type at
different latitudes, while D, E, and F are different land
cover types at the same latitude. For these model grids,
hourly temperatures are averaged over al clear days in
the month. Figure 5 shows the modeled diurna cycles of
skin and surface-air temperatures, whose general features
will be compared with the observations (Fig. 6).

Figure 6 shows the monthly mean diurnal variation of
skin and surface-air temperature from FIFE sites for clear
(Fig. 6a) and cloudy (Fig. 6b) days, respectively. These
data are obtained from FIFE measurements during July
1987. The 31 days are divided into clear and cloudy days
according to the observed cloud amount, type, and height.
Point F in Fig. 5 isthe location of the FIFE site, therefore,
we can compare the modeled and observed temperature
features over F Several conclusions are immediately ap-
parent in Figs. 5 and 6. First, the patterns are very similar,



1514

JOURNAL OF CLIMATE

(a) January

VoLumE 10

L

—180 —120

0 60

1. 3.

Fic. 8. Difference field between modeled skin and surface air temperatures (Ty;, — T.,), based
on 10-yr monthly mean simulations for (a) January and (b) July, respectively.

though the modeled skin temperature values in Fig. 5F
are higher than the measured valuesin Fig. 6afor the short
grass case. Second, air temperature has a smaller diurnal
variation than does skin temperature, with its minimum
higher and maximum lower than that of skin temperature.
The disagreement between the simulation and measure-
ment is consistent with the model’s overestimation of net
radiation, as pointed out earlier. Figure 6b further illustrates
the influence of cloud cover on surface temperature. For
a cloudy day, skin temperature has a smaller diurna vari-
aion, and surface-air temperature is much closer to skin
temperature than it is on aclear day. Although the midday
skin temperatures are generaly higher than surface-air
temperatures, the day—night skin temperature (24-h aver-
age) is usualy lower than the day—night surface-air tem-
perature (the average of the maximum and minimum val-
ues). For example, the whole day average of T, clear
day is300.14 K, T, is 300.81 K, and, for the cloudy days,
Tyin 1S 300.10 K, and T, is 300.15 K. Both the model

simulations and FIFE observations show an average Ty,
that is lower than T, as discussed later.

The differences between the diurna range of modeled
skin temperature and surface-air temperature are given in
the top-left corner of each frame in Fig. 5. In all cases,
the daily variations are obvious, with the peak tempera-
tures near 1400-1500 LT, and the minimum at around
sunrise. Over these land points, such variation is primarily
due to the daytime warming of the surface by solar ra-
diation. Different land types have different diurna vari-
aions due to different surface characteristics, such as a-
bedo, soil moaisture, and vegetation type. For example, with
the same solar forcing, case D, which is semidesert, has
a larger diurna amplitude than the short grass case F In
the low-latitude areas (cases A and C), the minimum skin
temperatures occur in the early morning, after sunrise. The
surface keeps cooling until sunrise, at which time solar
radiation absorption begins to exceed longwave radiation
loss. Diurnal variations are also dependent on the ampli-
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tude of the solar forcing. Therefore, the diurnal variation
of the summer hemisphere locations is larger than that of
the winter hemisphere locations.

b. Differences between skin temperature and surface-
air temperature

1) GLOBAL DISTRIBUTION

Because of the lack of skin temperature observations,
we focus on model simulations to study the factors that
influence the temperature over the diurnal cycle and the
differences between skin and surface-air temperatures.
The diurnal cycle of skin temperature is not only cor-
related with solar forcing, land cover, and vegetation
type, but also with other factors such as convective ac-
tivity, cloud coverage, and cloud type (Poetzsch-Heffter
et al. 1995; Hendon and Woodberry 1993). The work
shown in this section provides an exampl e of what might
be done with future satellite data to aid surface energy
balance studies.

Figures 7c and 7d compare the observed climatology
of surface-air temperature (described in section 2) with
the surface-air temperature that is calculated from the
model climatology for January and July (Figs. 7a and
7b). The simulations agree with the observations in
terms of the distribution pattern, but in the Northern
Hemisphere high latitudes, the model-simulated tem-
perature is lower than the observations in winter and
higher for most areas in summer (Hahmann et al. 1995).
For example, the summertime simulated temperatures
are 3.1°C higher averaged over North America and
0.6°C higher over Asia compared to the historical cli-
matology.

Figure 8 compares the difference of the modeled
monthly average skin temperature and surface-air tem-
perature (Ty, — T,,) for January and July. Over the
ocean, skin temperature is prescribed and does not
change diurnally. Over some land areas in mid- to high
latitudes, it islower than surface-air temperature in win-
ter but higher in summer. However, over much of North
America and eastern Asia, simulated skin temperature
is also lower than surface-air temperature in July, and
likewise, in general, in low latitudes (10°N-20°S) for
the whole year.

Figure 9 shows global and hemispheric averages of
the calculated skin and surface-air temperatures over
land as a function of month. Both temperatures have
similar monthly variations. Skin temperature is consis-
tently lower than surface-air temperature. In particular,
global skin temperature is lower than surface-air tem-
perature throughout the year by about 1.0°C. The dif-
ferences are larger in the winter than in the summer
hemisphere. Although monthly mean skin temperature
is always lower than surface-air temperature, the sen-
sible heat flux is generally from the surface to the at-
mosphere. This apparent contradiction comes from the
nonlinear dependence of sensible heat fluxes on surface
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Fic. 9. The 10-yr modeled global and semihemispheric averages
of the modeled Ty, and T, over land as a function of month: (a)
global, (b) Northern Hemisphere, and (c) Southern Hemisphere.

temperature differences. Sensible heat flux is propor-
tional to the product of the vertical temperature differ-
ences and the heat transfer coefficient; the latter with
the magnitude of the temperature drop from surface to
air and thus has larger values at daytime than at night-
time (Smith et al. 1992).

To better understand the latitudinal contributions to
the differences shownin Fig. 9, Fig. 10 showsthe North-
ern Hemisphere monthly mean of skin temperature and
surface-air temperature averaged over 20° latitudinal
bands. Largest zonal variation is observed at midlati-
tudes, resulting from the effects of the large contrasts
between the land and ocean on the temperature field.
Although the skin temperature overall corresponds
closely to surface-air temperature in a zonal average, it
may behave differently at regional scales. For example,
in January, skin temperature is higher than surface-air
temperature over eastern Asia (~ 110°E, 20°-40°N) but
lower than it over western Asia (~40°E).

Figures 5, 9, and 10, taken together, indicate that the
differences between skin and surface-air temperatures
depend on the temporal and spatial scales. Although skin
temperature can significantly differ from surface-air
temperature over a diurnal cycle or for regional scales,
they are very similar for monthly time and hemispheric
averages. Such scale-dependence corresponds to scales
of the surface properties and processes, such as local
soil moisture and vegetative cover. Thus, monthly or
seasonal and continental or hemispheric averages might
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Fic. 10. Belt average of 10-yr modeled Ty, and T, in (a) January and (b) July. Latitude
bands are 0°-20°N, 20°-40°N, 40°-60°N, and 60°—80°N.

be the best to use to assess biases in satellite surface
skin-temperature from surface-air temperature.

Figure 11 shows the correlation field between the
model skin temperature and the surface-air temperature
over land, based on 5 yr (model year 6-model year 10)
of monthly mean simulations for January and July. The
correlation coefficient r for a month is determined by

~ COV(Tgins Tar)

&kinsair (2)

CoV(Tyins Tair) = L i [Taan(i) — -Fskin]

N—-1i=
X [Tali) = Tal €)
1 L=
Siin = N_-1 2:1 [Tain() — Taanl 4
1 A,
Se =T 2 Tl — Tud? (5)

where cov(Tg;,, T,) iScovariance of T, and T, Syin,
and S, are standard deviations. Here, N = 5 for 5 model
years, and Ty, and T, are the monthly means for one
grid cell. Figure 11 shows that skin temperature and
surface-air temperature are highly positively correlated.

Most areas have coefficients above 0.97. But relatively
low values (0.70) are also found at low latitudes for the
Northern Hemisphere for July.

To explain this feature, one model grid point (18.1°N,
19.7°E), with correlation coefficients of r = 0.99 in
January and r = 0.70 in July, was chosen to illustrate
the interannual variation (5-yr mean removed) of skin
temperature, surface-air temperature, total cloud cover,
and soil wetness (Fig. 12). It showsthat skin temperature
anomalies are less like the surface-air temperature
anomaliesin July than in January, and that, furthermore,
July has larger variations in cloud cover and soil wet-
ness. This suggests that differences between skin and
surface-air temperature anomalies are associated with
soil wetness and cloud amount, in addition to land type
and vegetative cover.

The 10-yr model simulationswere averaged over 30°—
40°N desert areas. In these desert areas the vegetative
cover should have minimal effects on the temperatures.
Figure 13 presents the monthly variation of surface-
layer soil wetness (SSW) and the differences between
T4in @nd T, for this region. The temperature difference
pattern is the reverse of that for the surface-layer soil
moisture. The lowest SSW in summer is associated with
highest T, relativeto T, at that time, T, closeto T,
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FiG. 10. (Continued)

as aresult from larger daytime differences than at other
time of year. With less soil moisture, hence less evap-
oration, there are larger sensible heat fluxes, and hence
larger daytime differences. Likewise, the greater dif-
ferences of the diurnal average in winter correspond to
weaker daytime sensible fluxes because of the greater
moisture fluxes and less solar radiation.

2) EOF ANALYSIS

The dominant modes of temperature are studied using
an empirical orthogonal function (EOF) analysis of the
skin temperature and the difference field between skin
temperature and surface-air temperature. The EOF anal-
ysis represents the data by empirical functions that are
obtained from interrelationships within the dataset and,
since the EOFs are orthogonal, only a few are needed
to efficiently represent the variance of the data fields.
Their time series describe the evolution of the EOFs
with time. The EOFs are ordered so that the first EOF
explains the largest amount of the total variance of the
original data. A thorough review of the formulation and
properties of EOF analysisis given by Davis (1976) and
asummary isprovided by Trenberth and Paolino (1981).
In brief, the EOFs are the eigenvectors of the covariance
matrix obtained by the observations correlating in time
at each grid point in space. Associated with each ei-

genvector is an eigenvalue that corresponds to the vari-
ance accounted for by the EOF. With this type of anal-
ysis, most of the variance of the temperature fields can
usually be presented by only a few EOF patterns and
their corresponding time series. EOF patterns are not
predetermined but are found from interrelationships
within the dataset. We have used the covariance matrix
because we are interested in the actual anomalies (de-
partures from the average) that occur.

The EOF analysis was performed on the multiyear
collection of monthly mean model skin temperature.
Graddock and Flood (1969) hypothesized that noise in
the eigenvalues progresses geometrically, which would
imply that temperature EOF components greater than
three may not be significant. In this work, since only
10 yr of data are used, most attention is paid to the first
eigenvector patterns (EOF1). EOF1, which explains the
largest amount of the total variance, is given for skin
temperature, in January and July, respectively. In Fig.
14, this mode explains 48.7% of the variance over the
domain in January versus 26% for EOF2 (not shown).
InJduly (Fig. 14b), EOF1 explains 49.9% of the variance.
Similar patterns occur for the surface-air temperature
fields (not shown). Globally, the strength of the depar-
ture is stronger in the winter than in summer.

This EOF1 (Fig. 14) pattern for January is similar to
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Fic. 11. The correlation coefficient field of the model skin and surface-air temperatures over
land, based on the multiyear averages of simulationsfor (a) January and (b) July. The coefficients

have been multiplied by 100.

the Atlantic seesaw pattern. The seesaw has been de-
fined in terms of temperature anomalies between Green-
land and Europe since 1840 (high temperatures on one
side of the Atlantic, low on the other; Van Loon and
Rogers 1978). There are two states of the seesaw: 1)
Greenland below-normal temperatures (GB mode); and
2) Greenland above normal temperatures (GH mode).
These two modes can be represented by opposite signs
of the same EOF. The seesaw also was identified with
the so-called North Atlantic oscillation (NAO), origi-
nally defined by Walker and Bliss (1932). The NAO is
a teleconnection pattern with centers of action of op-
posing sign in the regions of the Icelandic low and the
Azore high. Both Kutzbatch (1970) and Kidson (1975)
related their EOF1 pattern for January analysis to the
NAO. Wallace and Gutzler (1981) found asimilar result
and suggest that EOF1 for winter should not be viewed
as having a one-to-one correspondence with the NAO.

Figure 15 is the first eigenvector pattern for skin tem-
perature and surface-air temperature difference fields in
January and July. It suggests a latitudinal wavelike os-
cillation pattern on the global scale. The differences in
January and July are obvious, especially over subtropical
desert areas. For examplein January, the Saharahaslarge
positive values and Australia has negative values, but in
July the opposite is observed over these areas. Similar
changes aso occur in the southeastern United States.
Variations of temperature differences with land cover ap-
parently explain much of the pattern seen in Fig. 15.

c. Daytime and nighttime temperatures

Previous figures (Figs. 5 and 6) showed the diurna
behavior of temperatures. We now consider daytime and
nighttime temperatures separately to illustrate their rel-
ative contributions to the whole-day temperature, and to
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FiG. 12. Interannual anomalies of Ty, T4, cloud fraction, and soil wetness for a model grid
(18.1°N, 19.7°E). (@), (b) The T, and T, in January and July, respectively; (c) the total cloud
cover fraction (cld) in January and July; and (d) the surface-layer soil wetness (SSW) in mm

for January and July.

the possible dependencies of the differences between skin
and surface-air temperatures on various land covers.

Figure 16 illustrates the definitions of various tem-
perature concepts used in this work for a diurnal cycle
at a model grid point. Here, Ty, stored in the model
output is defined as the average of Tg;, (daytime aver-
age) and TY,, (nighttime average), while T,, is 0.5 X
(T + Tmin), Here, T2 and T@n are maximum and
minimum T, respectively.

In Fig. 16, instantaneous skin temperatureisgenerally
higher than air temperature in the daytime and lower at
night, consistent with the diurnal radiativeforcing. Here,
TR, IS somewhat less than T, and TY,, is somewhat
greater than Tqin. Typicaly, T3, — TY, is amost 60%
of the full day—night range of T, For example, typical
ranges are 25°C for minimum to maximum T, 20°C
for T to Tmin, and 15°C for Tg,,, — TY,,. Therefore, the
day—night average of Ty, and T, typically differ by

Monthly variation of (Tskih — Tair) and SSW

0.5 T T T T

Tskin minus Tair

Temperature (K)

SSW (mm)

6.0 I I . :

7 8 9 10 11 12
Month

FiG. 13. The monthly variation of surface-layer soil moisture and of the difference between Ty,
and T,,. Data are obtained from 10-yr model simulation, averaged over 30°—40°N desert areas.
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1°-2°C with Tg;, being slightly colder. Consequently,
we expect T, to be less by up to several degrees than
Tma and TN, to exceed TT" by up to several degrees.
To simplify the discussion in the following analysis, we
have approximately converted T, to T4 and TY,, to

min by adding 7.43°C to T, and subtracting 4.51°C to
TN Using the values given in Fig. 16. We could expect,
in reality, that these factors would vary between cover
types according to the amplitude of the diurnal cycle
for that cover.

To study the influences of land type on daytime and
nighttime temperature Fig. 17 shows the monthly mean
differences between maximum and minimum skin tem-
peratures (T3, Toin) and Tg>, Tgin. These two pairs
(Tgax — Tma, Toin — Tmin) gre studied for four different
vegetation types: crop/mixed farming, evergreen shrub,
deciduous broadleaf tree, and desert. Model data from

220, -10. -5, 5. 10. 20,

Fic. 14. First eigenvector for the 10-yr simulated Ty, (a) January, (b) July.

the 10-yr simulation are averaged over 30°-40°N. It
should be recalled that the air temperatures over all
surfaces were related to that of the lowest model level
assuming roughness of a shortgrass, so that the effects
of differences dueto the height of vegetation havelarge-
ly been removed.

Figure 17 shows that all land covers have daytime
air temperatures less coupled to skin in late summer and
fall than in winter and spring. The deciduous broadl eaf
tree and evergreen shrub covers appear to have the least
daytime coupling between skin and air temperatures,
and the crop also hasthisdistinction for ailmost all close-
to-summer months at night. The deserts show the least
seasonal variation, both day and night, and the smallest
departure of air from skin temperature. The crop and
broadleaf covers show a noticeable seasonal pattern in
their nighttime temperature difference, with summer air
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Fic. 15. First eigenvector for the difference field of the modeled Ty, and T, (Tg, minus
T.): (8) January, (b) July.

temperatures farthest from skin temperature. Some of
these relative results may be counter to what would be
expected from the micrometeorology of these sites and
may be an artifact of the normalization of air temper-
atures to a short grass roughness and to the use of the
constant factors from Fig. 16 to infer the maximum and
minimum skin temperatures.

Generally, in each month of the whole year, T3 is
greater than Tr> by about 3.5°-5.5°C, and T is less
than Tmn by about 3.0°-4.5°C. In summer, air temper-
ature is farther from skin both in daytime and nighttime
than in winter. The larger-positive daytime values in
summer are compensated for by the larger-negative
nighttime values, and result in less differences between
skin and air temperatures in summer than in winter, as
presented earlier.

Different vegetation covers have different tempera-

tures that vary seasonally. These differences are con-
trolled by the differences in surface roughness and al-
bedo; by the variations in incident solar radiation, de-
pending on its seasonality and reflection by cloud cover;
by the differences in precipitation, hence evapo-
transpiration, and possibly other differences in surface
meteorol ogy.

4. Conclusions

This paper examines model skin temperature simu-
lations over land, and differences between skin and air
temperature at various temporal and spatial scales. We
conclude that the model-simulated skin temperature is
adequate for further use in studying skin temperature.
The differences between the two kinds of surface tem-
peratures are associated with vegetative cover/land type,
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Fic. 16. Values and positions of different temperatures in one typical model day of July.
Toex is the maximum Ty, and TR is the minimum Ty, T, is the daytime skin temperature,
and TY,, is the nighttime skin temperature. T and T%i" are the maximum and minimum values
of surface-air temperature, respectively. The tables give the values for each of these temperatures.
Ty 1S the hour-weighted average of Tg;, and TY,,. T., is the average of Ty and Tgin.

soil moisture, and cloud conditions. It is gratifying that
these results are consistent with past micrometeorol og-
ical studies (Huband and Monteith 1986; Crosson et al.
1993), but their extension to large scales is not self-
evident, and so this is one of the emphasized results of
the present study.

The CCM2-BATS reasonably reproduces the mea-
sured features of skin temperature, including its global-
scale pattern, seasonal and diurnal variation, and the
effects of land surface and vegetative cover. However,
some discrepancies between model simulations and ob-
servations are identified. Compared with 1979 satellite
observations, the model underestimates skin tempera-
ture in January in some areas and overestimates it in
July in low and midlatitudes, especially over arid and
semiarid regions where the difference can be as much
as 5°C. These disagreements are partially the result of
the unrealistic simulation of the surface net radiation
balance and the fact that the model data is a climato-
logical average for clear and cloudy skies, whereas the
satellite datais for one particular year of clear-sky con-
ditions.

It is evident that skin temperature has many features
that are similar to those of surface-air temperature. In
particular, when focusing on monthly timescales and

hemispheric spatial scales, surface-air temperature cor-
responds closely to skin temperature, so that ground-
observed surface-air temperature may be used to check
the relative accuracy of the patterns of satellite-observed
skin temperature.

Skin temperature has an obvious equator-to-pole dis-
tribution and varies with latitude and season. The North-
ern Hemisphere, with its greater continentality, haslarg-
er seasonal and diurnal variations of skin temperature
than does the Southern Hemisphere. EOF anal yses show
that, in January, the EOF1 of skin temperature is con-
sistent with the Atlantic seesaw, Greenland below-nor-
mal (GB) mode, whichisoriginally found in the surface-
air temperature field.

The differences between skin and surface-air tem-
peratures are scale-dependent and depend strongly on
thediurnal cycle. Daytime skin temperatureis somewhat
greater than surface-air temperature, and nighttime skin
temperature generally islower than air temperature. The
monthly averaged maximum skin temperature is greater
than maximum air temperature by about 3.5°-5.5°C, and
minimum skin temperature is less than minimum air
temperature by 3.0°-4.5°C. These values will vary with
season and latitudes. For the monthly time and conti-
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Fic. 17. Monthly mean differences between (a) Ty, Tox and (b)
Tmin Tmin for four kinds of vegetative cover. Data is obtained from
10-yr model simulation. In the plot, Tyimae Tinmn Stand for Ty,
Toinand T, Tmin Stand for T, Toin, respectively.

nental or hemispheric spatial scales, skin temperatureis
constantly lower than air temperature by 0.5°-1.0°C.

Because the differences between skin and air tem-
peratures are important for interpreting the surface en-
ergy, the factors that influence these differences are em-
phasized in this paper. We have shown the cloud amount
has a significant influence on the two temperatures and
their differences (Fig. 6). Solar radiation (represented
by the latitude here) and vegetation type have obvious
effect on the skin and air temperatures (Fig. 5). Figure
13 shows that Ty, and T,, are closely related to the
variation of soil moisture, which implies that soil mois-
ture plays an important role in the surface temperature
differences. The relationships between skin and air tem-
peratures are very complicated and link with many other
physical processes in coupling between the surface and
atmosphere.

This work has used only 1 yr of satellite-observed
skin temperature. Because of this data limitation, we
have relied on model simulations to analyze the rela-
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tionships between skin and surface-air temperatures.
More extensive skin temperature observations would be
required to evaluate the relationships that we found.
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