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Interpolation of surface radiative temperature measured
from polar orbiting satellites to a diurnal cycle
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Abstract. The land surface skin temperature diurnal cycle (LSTD) is an important
element of the climate system. This variable, however, cannot be directly obtained globally
from polar orbiting satellites because such satellites only pass a given area twice per day
and because their infrared channels cannot observe the surface when the sky is cloudy. To
obtain the skin temperature diurnal cycle and fully utilize satellite measurements, we have
designed an efficient algorithm that combines model results with satellite and surface-
based observations and interpolates satellite twice-daily observations into the diurnal cycle.
Climatological information from a climate model, CCM3/BATS, is used to determine a
normalized shape (typical pattern) of the diurnal temperature for different latitudes,
seasons, and vegetation types. The satellite observations, which are by themselves
inadequate, are combined with the normalized modeled diurnal typical patterns to obtain
the skin temperature diurnal cycle. The normalized typical patterns depend on the
parameters of the diurnal insolation, such as sunrise, sunset, and peak times, and are also
affected by the type of vegetation cover and soil moisture. The underlying physical
foundation of this algorithm is that the diurnal cycle of temperature can be viewed as a
composite of a daily average, diurnal periodic component, and random aperiodic component
(noise). With the assumption that the noise can be ignored, the daily average can be
inferred from satellite twice-per-day measurements and the periodic part can be obtained
from modeled climatologies, providing a reasonable approach for estimation of the diurnal
cycle of skin temperature. The general framework of the algorithm and its application for
the clear-sky (cloud free) conditions are presented. This cloud-free version of algorithm is
evaluated using FIFE and BOREAS field experiment surface observations. Regional tests
over the Mississippi River basin have also been conducted using GOES-8 and AVHRR
observations. Uncertainties of this cloud-free algorithm have been analyzed, indicating an

accuracy of about 1-2 K for monthly cloud-free diurnal cycles at near-pixel resolution.

1. Introduction

Skin temperature refers to the effective radiative tempera-
ture of the Earth’s surface. Sensible and latent fluxes of energy
are proportional to the difference between this temperature
and that of the overlying air. Over land, this difference and
hence the energy fluxes are maintained by net radiative forcing
minus changes in heat storage of the surface. Thus fluxes of
sensible and latent heat together, typically more than 500 W
m ™2 for a nearly overhead Sun, are directly driven by this
temperature difference which is from several up to 10° or
more. The magnitude of the difference depends not only on
net radiation minus the latent heat but also on wind and sur-
face roughness, as determined by the type of vegetation cover,
and on details of the atmospheric boundary layer [Crosson et
al., 1993; Betts and Ball, 1995; Garratt, 1995; Webster et al.,
1996]. The strongest control under clear-sky conditions, the
diurnal cycle of net surface radiation, is relatively easy to de-
termine and will vary primarily with latitude and season. What
fraction of the solar radiation incident at the surface is ab-
sorbed is determined by the albedo, depending largely on the
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type of vegetation cover and on the direction of the incident
flux [Schluessel et al., 1994; Sellers et al., 1995]. Clouds affect
surface temperature by reflection of solar radiation and by
emission of downward longwave radiation, depending on cloud
base, composition (water or ice), amount, and time of occur-
rence [Houze, 1993].

Skin temperature can be measured by radiometers, either at
the surface for local sites or by instruments on aircraft or on
satellites for larger areas. Satellite platforms provide global
coverage, but effective use of their measurements requires a
number of difficulties to be addressed. These include limita-
tions of the satellite sampling and obstruction of the surface by
clouds. Geostationary satellites provide diurnal coverage but
are limited by a large field of view and limited coverage. Minnis
and Harrison [1984] designed formulas from GOES half-hour
interval measurements for daytime and nighttime and used
them to calculate skin temperature for the time when the sky
was covered by clouds. Their method did not address the
dependencies on surface characteristics, soil moisture, or vari-
ations in surface insolation, but it did establish the possibility
that a realistic skin temperature diurnal cycle might be ob-
tained from satellite data.

Polar orbiting satellites in low orbit can provide much better
spatial resolution and hence potentially more useful estimates
of surface skin temperature than can other measurement
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methods. Currently, such a measurement is provided by the
split-window thermal channels on the advanced very high res-
olution radiometers (AVHRR) of the NOAA operational me-
teorological satellite series. It provides daily coverage of the
Earth in four or five spectral bands at a resolution of 1 km,
allowing estimation of surface temperature, vegetation cover-
age, surface albedo, and cloud detection [Price, 1984; Stowe et
al., 1991; Tucker et al., 1991; Goward et al., 1993]. Improved
measurements will become available with the launch of the
Moderate Resolution Imaging Spectroradiometer (MODIS)
on the Earth Observing System (EOS) platforms AM in 1998
and PM in 1999, but these observations will continue to suffer
the limitations of all polar orbiting satellites; that is, the surface
can be observed at most twice a day and only under cloud-free
conditions. Hence for measured skin temperatures to be used
for various climatological studies such as flux computation and
model evaluation, additional information as to the diurnal
cycle of skin temperature and its modification in the presence
of clouds must be developed.

The importance of the land surface temperature diurnal
cycle (LSTD) and the need to obtain land skin temperature
(LST) observations motivate this study. It develops a proce-
dure for use of twice-per-day samples of skin temperature from
a polar orbiting satellite to provide the diurnal skin tempera-
ture. Such a procedure must recognize the factors that signif-
icantly influence land surface temperature. Among these, the
surface insolation is perhaps most important. It varies with
latitude and season. Other surface characteristics, clouds, soil
moisture, the boundary layer, and overlying atmosphere also
impact on surface temperature and its diurnal change [Betts
and Ball, 1995; Jin et al., 1997; Ignatov and Gutman, 1998].
Vegetation cover affects surface temperature through its al-
bedo [Charney et al., 1977], as well as through its roughness and
stomatal resistance [Henderson-Sellers, 1993]. Soil moisture has
a significant influence on the surface skin temperature [Newton
et al., 1982; Hall et al., 1995]. The difference between skin and
air temperatures also depends on atmospheric wind and hu-
midity. The many atmospheric and surface processes that in-
fluence surface temperature and its remote sensing are all
interconnected. However, they need to be treated separately to
reduce complexity for the design of an algorithm for data
inversion.

Our algorithm combines satellite observations with model
simulations. Generalization of the algorithm to the cloudy case
would require in situ surface-based observations. The clear-sky
algorithm has been tested using AVHRR and GOES measure-
ments and is easily generalized to future polar orbiting imagers
such as MODIS.

This paper outlines the general framework of the algorithm
and its application to clear-day (cloud free) situations, as re-
quired before a treatment for the presence of the clouds can be
developed. Section 2 introduces the data used in this work.
Section 3 discusses the methodology. Section 4 gives the results
and evaluation of the algorithm for cloud-free conditions. The
uncertainties and limitations of this proposed algorithm are
analyzed in section 5, and summary and conclusions are pre-
sented in section 6.

2. Data

Three kinds of data are used: satellite observations, surface-
based field experiments, and CCM3/BATS hourly simulations.
We derive the typical patterns of skin temperature diurnal
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cycle from the model simulations and evaluate them using field
experiments. Satellite observations and field experiments are
also employed for algorithm validation.

2.1. Satellite Skin Temperatures

Measurements from NOAA-11 AVHRR instruments have
been used for algorithm development and evaluation.
AVHRR has two thermal infrared channels (ch4 and ch5) to
observe surface temperature. One year (1993) of ch4 and ch5
daytime brightness temperatures have been obtained from the
NOAA Goddard Space Flight Center Pathfinder Land Data
Set [James and Kalluri, 1994]. Corresponding nighttime obser-
vations are available from a university archive [Rosborough et
al., 1994]. LST was calculated from ch4 and chS brightness
temperatures by using a split-window algorithm that assumes a
constant surface emissivity [Prata et al., 1995] and corrects for
water vapor effects. Besides LST, cloud masks for the daytime
observations were obtained from the NOAA Pathfinder Land
Data Set to determine the presence of clouds.

The geostationary satellite GOES observes the surface con-
tinuously at a nadir pixel resolution of about 4 km [Menzel and
Purdom, 1994]. Its high temporal resolution allows an evalua-
tion of our algorithm. Half-hourly GOES-8 IR brightness tem-
perature were derived for 35°-40°N, 90°~100°W and July 1996,
in the Mississippi River basin area, from original images of
NOAA satellites [Menzel and Purdom, 1994] as used by Hsu et
al. [1997].

2.2. Surface Measurements

Site-averaged surface observations were obtained for the
First International Satellite Land Surface Climatology Project
(ISLSCP) Field Experiment (FIFE), which was conducted over
a 15 km X 15 km area in central Kansas from May 1987 to 1989
[Sellers et al., 1992]. The site-averaged automatic meteorolog-
ical station (AMS) data are processed by Betts and Ball [1995]
for 1987, 1988, and 1989, starting from the summer of 1987
(May 26 to October 16). The AMS are 10 portable automatic
meteorological (PAM) stations in the 15 X 15 km domain. This
work uses the 1988 observations.

Surface observations are also obtained from the BOREAS
(Boreal Ecosystem-Atmosphere Study) southern study area
(SSA) near Prince Albert, Saskatchewan, for the 1996 experi-
ment period [Sellers et al., 1995, 1997].

2.3. Model Simulations

Hourly results from 1 year of a CCM3/BATS [Dickinson et
al., 1993; Kiehl et al., 1996] simulation are used to estimate the
monthly mean diurnal cycles. Ideally, the LSTD method de-
signed here can be derived with observations. Since observa-
tional data are of limited coverage, this method is currently
derived with model data for skin temperature. To the extent
that observational data are free of errors or that the model
represents reality, observations and model simulations should
be essentially the same. The BATS model used here has an
extensive history of use and is estimated to be as robust and
reliable as any land model used as part of a climate model.
Furthermore, its calculation of skin temperature has been eval-
uated against observations by Jin et al. [1997].

The primary requirement for the data used for estimation of
the diurnal shape functions is that they span a wide range of
the relevant parameter space, which includes all latitudes, sea-
sons, and land covers. Available observations are much too
limited for that purpose, so it is by necessity that model data
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must be used. However, our confidence in the accuracies of the
results inferred from the model simulations is improved by its
validation against a limited number of local observational data
sets [Hahmann et al., 1995; Ward, 1995; Yang and Dickinson,
1996; Hahmann and Dickinson, 1997, Jin et al., 1997].

3. Methodology

As Trenberth [1984] assumed for annual temperature, the
diurnal cycle of temperature can be viewed as a composite of
a diurnal average, daily periodic component, and random ape-
riodic component (noise). Thus

Tskin(t) = Tskin + ATwskin(t) + T;kin(t)7 (l)

where T, is the daily average, AT ;,(¢) is the diurnal cycle
which is presumably determined by the atmospheric-surface
physical processes, and T'i;,(?) is the instantaneous distur-
bance from the mean conditions. This disturbance can be
largely explained as the response of the atmospheric surface
layer to short timescale atmospheric forcing, for example, by
radiative effects of clouds or soil moisture changes by precip-
itation. The short timescale white noise of the atmospheric
forcing has been argued to produce a red noise response [Del-
worth and Manabe, 1988]. Following the analysis of Delworth
and Manabe, the disturbance T';,(¢) can be considered the
diurnal component of the red noise caused by the short-term
atmospheric forcing and may have a persistence of up to weeks
or more, as is determined by soil heat and water storage.

The basic assumption of our method is that the periodic
component may vary in amplitude in response to past history
and current meteorological conditions but that it has a shape
which is invariant or varies at most with a limited number of
known factors that do not change rapidly from day to day.
These may include latitude or season because of their control
of incident solar radiation, type of vegetation cover because of
its effect on albedo and roughness, and soil moisture because
of its effect on evapotranspiration. With this assumption of
invariance, the daily periodic shape can be estimated from the
averaging of a sufficient number of days of hourly data. Given
this shape and assuming that any red noise component that
does not follow this shape can be neglected, skin temperature
has only two degrees of freedom, so twice a day measurements
as from polar orbiting satellites (e.g. AVHRR or MODIS) can
be used to estimate both the diurnal average and the daily
periodic temperature components. In reality, it is unlikely that
the random component in (1) will be negligibly small; however,
this component of skin temperature may have substantial
memory, as argued above. Hence the use of instantaneous
measurements to fit the diurnal shape may also capture some
of the random aperiodic component as well.

Figure 1 illustrates observational testing of (1) relating sta-
tistically skin temperature at 0400 or 1600 LT to that at other
hours. Data are from FIFE July 1988 site-averaged hourly
observations. Figure 1a shows a high correlation between 0400
LT temperature and other temperatures during the same night
but a much smaller correlation with the subsequent daytime
temperatures. Likewise, it also shows that the 1600 LT mea-
surement correlates better with daytime values than with the
subsequent nighttime values. Figure 1b, showing a measure of
the root-mean-square difference of 0400 and 1600 LT temper-
atures to other temperatures, implies the same conclusions.
The weak correlation between day and night temperatures may
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Relationships Among Skin Temperature at Different Hours (FIFE, July 1988)
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Figure 1. Temporal correlation (a) and root-mean-square

difference (b) of T, at 0400 and 1600 LT with T, at other
hours. The root-mean-square difference (d,(j) and d4(j)) is
defined as d,(j) = V(1/N) L, (T4 — T,)?% die(j) =
V(A/N) =, (T;16 — T;)*, where N is the number of days,
from 1 to 31;j is hour, from 1 to 24; T}, is skin temperature at
0400 LT, and T;,,, is skin temperature at 1600 LT.

be a result of different physical processes determining temper-
atures. Evidently, at least one daytime and one nighttime value
of temperature are necessary for estimating a realistic diurnal
cycle, and so at least twice-per-day polar orbiting satellite mea-
surements may be required to derive the temperature diurnal
cycle.

Our method assumes that the shape of the skin temperature
diurnal cycle can be adequately approximated with monthly
mean observations. With this assumption, clear-day monthly
mean diurnal cycles derived from CCM3/BATS hourly simu-
lations are used as the typical shape of the diurnal cycle, re-
ferred to as “typical pattern” herein. These typical patterns are
functions of vegetation type, season, and latitudes. We have
evaluated how well the typical patterns match available field
experiments and geostationary satellite observations. This
evaluation concludes that the modeled typical patterns agree
adequately with the observed monthly patterns, but as a
monthly average, they cannot provide the correct temperature
range of any single day because the day-to-day variations of the
diurnal amplitudes are largely determined by each day’s in-
stantaneous atmospheric and soil conditions. This suggests a
need to use each day’s instantaneous measurements, for exam-
ple, satellite twice-per-day data, to further adjust these typical
patterns.

The general scheme of how an LSTD algorithm works is
presented in Figure 2. In general, three predetermined data
sets would be used: (1) typical patterns derived from model
simulations as a function of latitude, season, vegetation type,
and cloud amount; (2) surface air temperature, along with
wind speed, humidity, and cloud conditions as routinely ob-
served at surface weather stations to provide additional infor-
mation for each day; and (3) relationships between skin and
surface air temperatures as predetermined from atmospheric
boundary layer theory and from model simulations.

The initial step is to read in satellite daily skin temperatures
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Scheme of LSTD Algorithm
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Figure 2. Flow diagram showing the major steps of the land surface diurnal cycle algorithm. See text for

details.

for each location. Then further information for that time and
place is needed, in particular, soil/vegetation type, soil mois-
ture, and the state of the overlying atmospheric column, such
as cloud cover. Vegetation coverage, vegetation type, and sur-
face greenness change slowly such that we can use 10 day or
biweekly information. A corresponding typical pattern for the
location is then selected on the basis of cloud, moisture, veg-
etation, latitude, and season conditions and is used to match
the skin temperature measurements by use of a fitting routine.
This paper describes the clear-sky fitting process for LSTD.
To generalize from the treatment in this paper to cloudy
conditions where satellite measurements of skin temperature
would not be directly available requires determining skin tem-
perature from measured values at the neighboring clear pixels
and using local air temperature as a constraint. Then, similar to
the cloud-free case, the estimated skin temperature can be
used to fit the corresponding model-derived typical pattern.

4. Results
4.1.

This paper uses the vegetation categories defined for BATS
[Dickinson et al., 1993, Table 1]. Figure 3 shows the July typical
pattern of skin temperature diurnal cycle for crop/mixed farm-
ing over 40°-45°N. We sampled and analyzed all model grids
within this latitude band for this vegetation cover, average soil
moisture, and clear days. Figure 3a shows a box-and-whiskers
diagram representing the range of data. The box in the middle
of the diagram is bounded by the upper and lower quartiles
and thus locates the central 50% of the data. The bar inside the
box locates the median [Wilks, 1995]. The whiskers extend

Typical Patterns

away from the box to extreme values showing the range from
2.5% to 97.5% of the data. Figure 3b gives the diurnal cycle
with the daily average subtracted to remove much of the lati-
tudinal influence of surface insolation and to facilitate com-
parison.

The diurnal pattern of temperature depends not only on the

CCM3/BATS Monthly Mean Diurnal Cycle, Vegl, July (40-45N)
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Figure 3. Grid-averaged monthly mean skin temperature di-
urnal cycle for July, clear sky. Data are from model hourly
simulations; all grids vegetated by crop/mixed farming over
40°-45°N are sampled. (a) Diurnal cycle. (b) Diurnal cycle with
the daily average removed from each sample.
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Figure 4. Modeled monthly diurnal cycles of skin temperature over 40°-45°N for different vegetation types.
The mean has been removed for each curve. (a) January, (b) July. Data are analyzed from hourly CCM3/
BATS simulations. Vegl: crop/mixed farming; veg2: short grass; veg3: evergreen needleleaf tree; veg8: desert;

and vegl6: evergreen shrub.

daily range but also on the slope and phase of the heating and
cooling. In order to make all these parameters obvious, a
simple normalization procedure is used. For each monthly
mean diurnal cycle (as in Figure 3b), the formula 7(i) = (T(i)
= T i)/ (Trax — Tmin) 1s used, where i is the hour from 1 to
24. These normalized patterns are the “typical patterns” used
herein. They can be compared to each other regardless of
season or latitude. As later shown, this method captures the
most significant features of a diurnal cycle and reduces the
number of typical patterns required to produce a global data
set.

Figure 4 shows the dependence of the monthly LST diurnal
cycle on vegetation type for clear-sky monthly values at 40°—
45°N. Evidently, different vegetation types have quite different
ranges, phases, peak times, and daily means. Besides vegeta-
tion cover, solar insolation, and soil moisture also determine
the diurnal range. The normalization of typical patterns re-
duces this dependence, but some residual effects remain, as
illustrated by Figures 5-7. Figure 5, for crop/mixed farming
vegetation at 40°-45°N, illustrates how seasonally changing
diurnal patterns of solar radiation influence the diurnal tem-
perature patterns. The most noticeable controls are the times

of peak, sunset, and sunrise. Figure 6, for the crop/mixed
farming and for July, shows that the patterns are also depen-
dent on latitude, largely because of different day lengths.
Figure 7 examines the normalized clear-case typical patterns
of LSTD for different moisture conditions, over 40°~45°N. The
wet case is defined as an average over surfaces with a Bowen
ratio less than 0.3 and the dry case for a Bowen ratio larger
than 1.5. Generally, greater amplitudes result from drier sur-
faces [Bastable and Shuttleworth, 1993]. However, the normal-
ized typical patterns, with the amplitude of diurnal range re-
moved, are fairly similar. The dry pattern lags the normal and
the wet patterns because a larger fraction of solar radiation
goes into heating the soil. This result is consistent with FIFE
observations [Betts and Ball, 1995, Figure 1]. Although the
nonnormalized dry surface temperatures and their rate of in-
crease in the morning exceed those of the wet surface at all
times (Figure 7b), the normalization along with its 1 hour
phase lag acts in the morning (Figure 7a) to make the curve for
the dry surface to fall below that of the wet one. Evidently, soil
moisture information could be included in determining the
typical pattern by delaying the peak time for dry conditions and
advancing it for wet. However, in the absence of such moisture
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Typical Patterns in Different Months
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Figure 5. Variations of typical patterns with month and season for the same vegetation type, crop/mixed
farming, over clear-sky 40°-45°N. Data are monthly averages from hourly CCM3/BATS simulations. Abscissa
is local time, and ordinate is normalized skin temperature (dimensionless).

data the normal-case typical pattern may give an adequate
determination of LSTD since effects of moisture on the diur-
nal range of skin temperatures are already included through
the observations.

The model-derived typical patterns have been evaluated by
comparing them with the site-averaged observations for 1988
FIFE (Figure 8). The FIFE area is mostly covered by short
grass. Thus we use typical patterns for short grass in this eval-
uvation. The monthly skin temperature diurnal cycles from
FIFE agree with the modeled typical pattern quite well, with
rms (root-mean-square) less than 0.5 K for each season. The
diurnal patterns are also validated against data for the
BOREAS forest area at 50°-55°N (Figure 9). Some differences
are seen, especially for the forest. Our research suggests that
these differences are amplified by the normalization procedure
(not shown). They may reflect soil moisture effects, differences
between assumed and actual vegetation, random effects, or
defects in the model climate simulations. In addition, the
model typical pattern is derived from all grids with the same

Solar Radiation Effects

Skin Temperature (normalized)

5 10 15 20
Local Time (hour)

Figure 6. Comparison between the modeled typical patterns
at different latitudes for vegetation type 1, crop/mixed farming.
The typical patterns are for July, clear sky.
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vegetation type within the latitude band, but the observations
are only over one site or several sites, and the local conditions
may be different from the large-scale averages. The correspon-
dence between modeled and observed typical patterns in Fig-
ures 8 and 9 suggests that the model typical pattern adequately
represents the shape of the diurnal cycle. However, some mea-
sured values are needed to pin down its average value and
range.

Statistical analyses indicate that 0400 and 1600 LT (when the
AVHRR passes through a given longitude at local time) tem-
perature differences have a significant correlation with the
diurnal range. Table 2 shows that the daily range of tempera-
ture can be calculated from 0400 and 1600 LT values for all
vegetation types and have correlation coefficients higher than
0.90. Hence it appears that the daily range can be inferred to
some degree from satellite observations at these two times.

The examples in Figures 5-7 show a dependence of the
diurnal temperature pattern on sunset, sunrise, and peak time.
The timing of minimum temperature, in general, is closely
related to the sunrise time [Sellers, 1965] and the timing of
maximum skin temperature to solar insolation peak time, with
some phase lag. From the peak time until sunset and from
sunset to midnight, the temperature decreases following dif-
ferent functions. A simple formula can represent the typical
pattern as a function of sunset, sunrise, peak times, and other
constants associated with the analytic shape of the four curves,
as suggested in Figure 10. Consequently, the typical patterns

Soil Moisture Effects
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Figure 7. (a) Comparison between the modeled typical pat-
terns at different soil moisture conditions for vegetation type 1,
crop/mixed farming. The typical patterns are for July, clear sky.
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Evaluation of Typical Patterns  (40-45N, FIFE)
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Figure 8. Comparison between the typical patterns and nor-
malized FIFE monthly observations. FIFE observations are
site averaged, and the typical patterns are derived from hourly
CCM3/BATS simulations. For each month, only clear days are
analyzed. (a) January, (b) April, (c) July, and (d) October.

for all latitudes, seasons, vegetation types, and soil conditions
can be described in a look-up table.

4.2. Cloud-Free Algorithm

As defined in Figure 2, the “cloud-free algorithm” includes
reading in satellite-measured twice-per-day skin temperature,
information about surface vegetation, moisture, and cloud con-
ditions; retrieving the predefined CCM3/BATS typical pattern

Evaluation of Typical Patterns  (50-55N, BOREAS)
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Figure 9. Same as Figure 8 except for BOREAS. Vegetation
type over BOREAS is evergreen needleleaf tree. (a) January,
(b) July, (c) August, and (d) September.

(b) Same as Figure 7a except for the nonnormalized diurnal
patterns.
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Table 1. Vegetation/Land Cover Types
Vegetation Vegetation
Type Name Type Name
1 crop/mixed farming 9 tundra
2 short grass 10 irrigated crop
3 evergreen needleleaf tree 11 semidesert
4 deciduous needleleaf tree 12 ice cap/glacier
5 deciduous broadleaf tree 13 bog or marsh
6 evergreen broadleaf tree 16 evergreen shrub
7 tall grass 17 deciduous shrub
8 desert 18 mixed woodland

Copied from BATS [Dickinson et al., 1993]

for the read-in surface and atmospheric conditions; then de-
termining if the pixel is cloud free. For the clear pixels, the
fitting algorithm is called to combine the satellite temperatures
with the retrieved typical pattern to interpolate the diurnal
cycles.

This cloud-free algorithm applies when the sky is effectively
clear during the whole day, and the two satellite measurements
are available to adjust the typical pattern. Figure 11 shows the
cloud-free algorithm-produced diurnal cycle for the clear days
in 1988 over FIFE. Figures 11a, 11b, and 11c are January, July,
and September, representing winter, summer, and fall, respec-
tively. FIFE 0400 and 1600 LT measurements are used to fit
the typical pattern. In these months, clear days are determined
by comparing the solar insolation with the solar radiation at
the top of the atmosphere for each daylight hour. If the former
is more than 80% of the latter during the whole daytime, it is
regarded as a clear day. Cloud conditions at night are not used
to determine clear days. The mean values of algorithm-
produced and observed diurnal cycles agree to root-mean-
square errors of around 2 K. Over the FIFE area the algorithm
is more accurate in summer than it is in winter (rms is 1.86 K
in July while 2.27 K in January). Larger cloud contamination
occurs at night and in winter for the year and place examined.
The rms value at night was 3.04 K for January but 2.35 K for
July. Whether or not the reduced accuracy during winter 1988
applies climatologically would require analysis of a much
longer time series of data.

Clear days from BOREAS (July 1996) have also been used
to test our algorithm. Figure 12a is the same as Figure 11

Table 2. Correlation Coefficient (T ¢00rr — Tos0ort) and
Diurnal Range (7T ,.x — Tmin) for Each Vegetation Type at

40°-45°N
Vegetation
Type January April July October

1 0.98 0.967 0.990 0.989

2 0.959 0.966 0.988 0.982

3 0.994 0.971 0.977 0.989

5 0.981 0.981 0.999 0.989

7 0.987 0.954 0.999 0.992

8 0.969 0.986 0.985 0.994

10 0.971 0.924 1.000 0.989

11 0.944 0.988 0.981 0.993

16 0.943 0.902 0.984 0.979

18 0.984 0.978 0.894 0.993

Vegetation type is defined in BATS (1, crop/mixed farming; 2, short
grass; 3, evergreen needleleaf tree; 5, deciduous needleleaf; 7, tall
grass; 8, desert; 10, irrigated crop; 11, semidesert; 16, evergreen shrub;
18, mixed woodland). Data are from hourly model simulations.
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except for BOREAS. There were nine clear days in this period.
Figure 12b is the average of these nine days. Differences be-
tween observations and the algorithm in Figures 11 and 12 may
result when the sky is significantly covered by clouds at hours
other than those used for the solar insolation test for clear
skies, or at night when a clear-sky test is not applied. Therefore
the daily temperature variations cannot be more precisely es-
timated without referring to more frequent observations and
without more elaborate modeling that recognizes the period of
cloud cover. The rms error of the algorithm is about 1 K for the
BOREAS case and 2 K for FIFE.

Sometimes satellite observations can be missing or only give
a daytime value. A modified version of our algorithm can treat
this situation. However, with only a daytime value, the estimate
of LST diurnal cycle is much less accurate. Figure 13 is a test
using only the daytime skin temperature to adjust the typical
pattern. The increase in error is quite obvious (rms is 2.61 K
compared to 1.86 K for use of two values) and greatest at night,
as expected from Figure 1. Thus if fewer than two observations
are available in a 24 hour period, additional information, as
described for the cloudy case, is needed.

4.2.1. GOES-8 Evaluation. We obtained GOES-8 mea-
surements at half-hour intervals over the area (35°-45°N, 90°-
100°W), in the Mississippi basin, for the purpose of further
evaluating our algorithm. This area is dominated by mixed
farming and tall grass (corresponding to BATS vegetation
types 1 and 7).

IR brightness temperatures and temporal and spatial thresh-
old methods [Minnis and Harrison, 1984; Rossow et al., 1985;
Coakley, 1987] are used to detect cloud pixels. First, spatial
histograms are analyzed to tentatively identify clear pixels by
the values in the warm end of the histogram. Then, each clear
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Local Time (hour)
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(1) : Torin(t) = A— Bt
(2) : Tokin(t) = $tn(7(t — tounrise — 1)/length — a1
(3) : Toin(t) = 51n(7(t — tounrise — 1)/length — a2
(4) : Tukin(t) = (tounset — 2) — ((t = tuunser — 1)/2)"
note : ¢ = (Lounset — Launrise — 12) % 7/(12)?
or 1 ¢ = (tpear — 12) *7"/(12)2
length = tyunset — Lounrise

Figure 10. Simplification of the typical pattern. The arrows
show the sunrise, sunset, and peak, when the temperature
reaches its maximum. These times vary with season and vege-
tation type. Curve a is from 0100 LT to sunrise and curve b
from sunrise to the peak time; curve c is from peak time to
sunset and curve d from sunset to midnight. A simple expres-
sion is given as an example to describe the above curve, where
t is local time, ranging from 1 to 24, and T, (¢) is the nor-
malized temperature at time ¢; a, and a, are constants varying
with seasons and vegetation types.
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Figure 11. Comparison of the algorithm-produced diurnal

cycles with FIFE observations. (a) January, (b) July, and (c)
September. Only clear days in each month are analyzed. The
clear days are determined using the daytime solar insolation.
See text for detail.

(a) BOREAS July,1996
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Figure 12. (a) Same as Figure 11 except over BOREAS for-

est, July 1996. There were nine clear days in this month. (b)
Monthly mean of the algorithm-modeled diurnal cycles and
the observations for the clear days are presented in Figure 12a.
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Figure 13. Comparison of the algorithm-modeled diurnal cy-
cle with FIFE observations. The algorithm-produced diurnal
cycle was retrieved using one time (1600 LT) of FIFE obser-
vation.

pixel is compared with the highest value of that pixel over a 15
day period. A difference smaller than 6 K is flagged as clear,
otherwise the pixel is detected as cloudy. This method likely
rejects some clear situations as cloudy. However, by doing so,
it establishes clear situations with relatively high confidence.
Figure 14 is the histogram of skin temperatures for the
selected area on July 2, 1996. This day is chosen because, as
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Figure 14. Histograms of GOES observations on July 2,
1996, over 35°-45°N, 100°-90°W. (a) Daytime observations at
1612 LT and (b) nighttime observations at 0412 LT.
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Figure 15. Comparisons between algorithm-produced diur-
nal cycles and GOES observations: (a) daily mean and (b) daily
range for one day (July 2, 1996). GOES-8 observations are
over the area 35°-45°N, 100°-90°W. Only clear pixels are an-
alyzed.

presented, most of the pixels are clear, as determined by the
preceding described detection method. Pixels falling into the
warm end at these two times are considered as clear pixels.
Over this region, mean temperature for the daytime (1612 LT)
is 295.1 K with a standard deviation of 13.68 K. At night (0412
LT) the region-averaged temperature decreases to 282.8 K
with a standard deviation of 15.7 K. These twice-daily obser-
vations provide information as to the true skin temperature
and are used to fit the CCM3/BATS-derived typical patterns to
obtain the diurnal cycle.

To evaluate the algorithm that assumes only two measure-
ments available a day, we estimate whether a GOES pixel is
clear or cloudy from 1 day and one night measurement. Then
LSTD is retrieved on the basis of the day and night measure-
ments for this pixel estimated to be clear. This estimated LSTD
is then compared with the GOES observations over the rest of
the day to evaluate the accuracy of our algorithm and to un-
derstand what factors affect its accuracy. Clear pixels were
determined from 1612 and 0412 LT measurements, corre-
sponding to the overpass time of the NOAA-11 polar orbit.
Using identified clear pixels and their 1600 and 0400 LT tem-
peratures to fit the typical pattern, we can estimate the diurnal
cycles. These estimates can then be tested with the GOES
half-hourly observations to evaluate the algorithm.
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Figure 15 compares the algorithm-produced daily mean and
range with that of the GOES observations for each clear pixel
on July 2, 1996. The algorithm-produced diurnal cycle agrees
adequately with that of the observations, with an rms error
about 0.64 K for daily mean and 1.25 K for daily range. The
largest contribution to the rms error in the diurnal range is
from extreme values of some pixels where the GOES-observed
daily ranges are about 15 K larger than those produced by the
algorithm. We found these pixels to be significantly contami-
nated by colder temperatures from clouds or precipitation that
occurred between the twice-daily GOES observations (at 1612
and 0412 LT) which identified the sky conditions as clear. If
these partially cloudy pixels are deleted, an accuracy of 0.5-1 K
is found for the daily range. Hence the cloud-free algorithm
appears to work adequately for a completely clear day. How-
ever, the presence of partial or short-period cloud cover may
evidently degrade its accuracy.

4.2.2. AVHRR Evaluation. Further evaluations were also
conducted for the same Mississippi basin area using 1 km
AVHRR polar orbiting measurements for June 1993. The re-
sults (not shown) agree with those from GOES-8. For a given
location the AVHRR data were measured approximately at
0200 and 1400 LT. The average and difference of these twice-
per-day AVHRR temperatures are considered as the “true”
daily mean and daily range. After using these two AVHRR-
based skin temperatures to develop the diurnal cycle, the al-
gorithm daily mean is the average of the 24 hourly values, and
the daily range is the difference between maximum and mini-
mum. For pixels completely clear for the whole day, our cloud-
free algorithm can produce a very realistic diurnal cycle with
the level of random errors no more than 1.5 K. If clouds occur
at other times during the day than when skin temperatures are
measured, the error of the algorithm estimates will be substan-
tially increased.

5. Algorithm Uncertainty Analysis

Inaccuracy of the satellite data, uncertainties of the modeled
typical pattern, and limitations of the fitting method designed
for this algorithm are the largest sources of error. Remote
sensing researchers, for example, Wan [1996] and Becker and
Li [1995], state that the satellite LST data can achieve an
accuracy of 1 K. They require making several assumptions
about surface state, aerosol effects, and atmospheric proper-
ties before a radiative transfer model can retrieve skin tem-
perature. The assumed surface emissivity used in LST retrieval
potentially causes some error. Because LST and surface emis-
sivity can only be obtained individually from a radiative trans-
fer model by knowing the other, most LST algorithms assume
that the surface emissivity is uniform, from 0.88 for HIRS-2
(R. Haskins, personal communication, 1998) to 0.98 for
MODIS [Wan, 1996], leading to an error in LST of about 1 K.
We estimate that CCM3/BATS gives the diurnal shape of the
monthly average of skin temperature at 0.5-1 K accuracy for
most areas, based on our data comparisons. Because errors in
satellite data, model typical patterns, and fitting procedure are
independent, the total accuracy of our algorithm can be esti-
mated to be about 1.5-2 K over a monthly average for one
pixel, consistent with our results presented earlier. The accu-
racy of the algorithm described here is not significantly lower
than that of its input observations and should provide useful
diurnal cycles at near-pixel resolutions. Use of differences,
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rather than the absolute values of skin temperature, could
remove the systematic errors existing in the absolute values.

Cloud contamination reduces the accuracy of the derived
diurnal cycle of skin temperature. Either a “cloudy algorithm,”
as described in Figure 2, can be applied or the microwave-
based measurements used. Microwave-based land surface skin
temperature data sets may in the future achieve an accuracy of
about 1 K at 1° resolution for the monthly mean values
(A. Basist, personal communication, 1998). However, this is a
much coarser spatial resolution than that of the imaging IR
channels for which this algorithm is designed.

6. Summary

The global diurnal cycle of skin temperature is needed for
many land surface studies. Only satellites can provide the
needed measurements. However, it has not been previously
possible to obtain adequate global descriptions of diurnal vari-
ations of skin temperature. Polar orbiting satellites observe
land surface temperature only twice daily, whereas geostation-
ary satellites observe a fixed area continuously but only cover
part of the globe. Hence to obtain an adequate description of
the diurnal cycle of surface temperature as required for land
surface study, model and other observations must be used to
supplement satellite measurements.

The retrieval of LST by polar orbiting satellites has high
spatial resolution and global coverage. Such a LST, however,
cannot be directly used by models to improve their surface
processes and flux calculations because models require the
details of a diurnal temperature cycle which are not provided
directly by the satellite product. This work develops the use of
twice-a-day temperature measurements of polar orbiting sat-
ellites to provide the needed diurnal information.

The algorithm assumes that the diurnal cycle is a composite
of daily average, daily periodic component, and random ape-
riodic component (noise). The periodic component may vary in
amplitude in response to past or current atmospheric and
surface conditions, but its shape does not vary rapidly from day
to day and thus can be obtained from modeled temperature
climatologies. Ignoring the noise, we can infer the daily aver-
age from satellite daily observations and by combining satellite
data and model results to reasonably derive the diurnal cycle of
skin temperature.

Given the above, an efficient algorithm is developed to in-
terpolate twice-per-day polar orbiting satellite measurements
into the diurnal cycle for clear skies. The climate model
CCM3/BATS is employed for such an interpolation. Each
day’s satellite observations are used to fit the typical patterns to
obtain the diurnal cycle. The “cloud-free algorithm” is pre-
sented and analyzed in this paper. Field experiments, together
with GOES and AVHRR satellite data, have been used to
evaluate this algorithm. The accuracy of the “cloud-free” al-
gorithm is about 1-2 K for monthly means at near-pixel reso-
lution. Errors result from inaccuracies of the satellite data,
model, or the algorithm itself. However, a combination of
satellite, model, and surface observations constrain the fitted
diurnal cycle of skin temperature to an acceptable accuracy.

The effects of solar radiation, vegetation type, and soil mois-
ture are addressed in this clear-sky version of algorithm. Typ-
ical clear-sky patterns of a skin temperature diurnal cycle are
determined from model simulations as a function of solar
insolation, surface/vegetation type, and soil moisture. The
most important parameters controlling the diurnal patterns are
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the times of sunrise, sunset, and peak, which vary with latitude
and season.
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