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AOSC 652: Analysis Methods in AOSC
Assignment 4a: Integer Sorting

Only 9 or 15 students turned in code that was working: output to file fort.99
designed to let you check if your code worked

If you know your code is not working, please ask me, Jeff, or Walt for help

We had hoped that the answers to the functional dependence of the timing
would be drawn from the readings: please try to do the readings
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AOSC 652: Analysis Methods in AOSC
Review Mon:

Call to piksrt in our code:

call piksrt(iarray_in,iarray_out,npts)

New subroutine piksrt to comply with our call statement

subroutine piksrt(arr_in,arr_out,n)
integer n,i,j
real a,arr_in(n),arr_out(n)
do i=1,n

arr_out(i)=arr_in(i)
enddo
do j=2,n                        ! Pick out each element in turn

a=arr_out(j)
do i=j-1,1,-1                ! Look for the place to insert it

if(arr_out(i).le.a) goto 10
arr_out(i+1)=arr_out(i)

enddo
i=0

10         arr_out(i+1)=a                   ! Insert it
enddo
return
end



Copyright © 2016 University of Maryland.
This material may not be reproduced or redistributed, in whole or in part, without written permission from Ross Salawitch. 26 Sep 2016

4

AOSC 652: Analysis Methods in AOSC
Review Mon:

Call to piksrt in our code:

call piksrt(iarray_in,iarray_out,npts)

New subroutine piksrt to comply with our call statement

subroutine piksrt(arr_in,arr_out,n)
integer n,i,j
integer a,arr_in(n),arr_out(n)
do i=1,n

arr_out(i)=arr_in(i)
enddo
do j=2,n                        ! Pick out each element in turn

a=arr_out(j)
do i=j-1,1,-1                ! Look for the place to insert it

if(arr_out(i).le.a) goto 10
arr_out(i+1)=arr_out(i)

enddo
i=0

10         arr_out(i+1)=a                   ! Insert it
enddo
return
end



Copyright © 2016 University of Maryland.
This material may not be reproduced or redistributed, in whole or in part, without written permission from Ross Salawitch. 26 Sep 2016

AOSC 652: Analysis Methods in AOSC
Assignment 4a: Integer Sorting

Only 9 or 15 students turned in code that was working: output to file fort.99
designed to let you check if your code worked

If you know your code is not working, please ask me, Jeff, or Walt for help

We had hoped that the answers to the functional dependence of the timing
would be drawn from the readings: please try to do the readings

Reading: piksrt speed varies as N2 sort of 1 million points would take
10×10×speed of 100,000 point sort or ~100 min

5
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AOSC 652: Analysis Methods in AOSC
Assignment 4a: Integer Sorting

Only 9 or 15 students turned in code that was working: output to file fort.99
designed to let you check if your code worked

If you know your code is not working, please ask me, Jeff, or Walt for help

We had hoped that the answers to the functional dependence of the timing
would be drawn from the readings: please try to do the readings

Reading: piksrt speed varies as N2 sort of 1 million points would take
10×10×speed of 100,000 point sort or ~100 min

heapsort speed varies as N log2 N
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AOSC 652: Analysis Methods in AOSC
Assignment 4a: Integer Sorting

Only 9 or 15 students turned in code that was working: output to file fort.99
designed to let you check if your code worked

If you know your code is not working, please ask me, Jeff, or Walt for help

We had hoped that the answers to the functional dependence of the timing
would be drawn from the readings: please try to do the readings

Reading: piksrt speed varies as N2 sort of 1 million points would take
10×10×speed of 100,000 point sort or ~100 min

heapsort speed varies as N log2 N

Ratio of run times either:

N2 / N log2 N = 106 / log2 (106) = ~50,000  (theory)
*or*

100 min × 60 sec / min / 2.6 sec = ~2300 (observation)
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AOSC 652: Analysis Methods in AOSC
Assignment 4a: Integer Sorting

Two students turned in code that was not working:  output to fort.99 designed to     
let you check if your code worked.

If you know your code is not working, please ask me or Doyeon, Sandra, or Walt  
for help

I had hoped that the answers to the functional dependence of the timing
would be drawn from the readings: please try to do the readings

Reading: piksrt speed varies as N2 sort of 1 million points would take
10×10×speed of 100,000 point sort or ~100 min

heapsort speed varies as N log2 N

Ratio of run times either:

N2 / N log2 N = 106 / log2 (106) = ~50,000  (theory)
*or*

100 min × 60 sec / min / 2.6 sec = ~2300 (observation)

8

It is remarkable that, for a little bit more effort (~30 min for most students,    
hopefully), we can obtain an algorithm thousands of times more efficient for
sorting a million numbers than a “brute force” method

There are many times in your research life you may need to make a choice
between “clock time” in getting a computation started and “run time”
on the computer
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AOSC 652: Analysis Methods in AOSC
Please take Assignment 4B, check your numbers, and return on Wed at 
start of class
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AOSC 652: Analysis Methods in AOSC

Suppose you have two sets of measurements (or data and model)
that you’d like to relate.

What are some aspects of the data that are typically examined?
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AOSC 652: Analysis Methods in AOSC

Suppose you have two sets of measurements (or data and model)
that you’d like to relate.

Linear Correlation Coefficient
r = 0.85
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AOSC 652: Analysis Methods in AOSC

Suppose you have two sets of measurements (or data and model)
that you’d like to relate.

Linear Correlation Coefficient
r = 0.85

How is r found?
What does r mean?
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AOSC 652: Analysis Methods in AOSC

Linear Correlation Coefficient:

1
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r must lie between −1 and 1

If r = 1, the data are said to have a complete positive correlation

r = 0, the data are said to be uncorrelated
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AOSC 652: Analysis Methods in AOSC

Linear Correlation Coefficient:

1
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Σ
=
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r must lie between −1 and 1

If r = 1, the data are said to have a complete positive correlation

r = 0, the data are said to be uncorrelated

r2 x 100 = percent of variance in common between x and y

See http://www.mega.nu/ampp/rummel/uc.htm#C2 for a nice explanation

http://www.mega.nu/ampp/rummel/uc.htm#C2
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AOSC 652: Analysis Methods in AOSC

Suppose you have two sets of measurements (or data and model)
that you’d like to relate.

Linear Correlation Coefficient
r = 0.85 
 72% variance of

satellite data
explained by
ground data
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AOSC 652: Analysis Methods in AOSC

Visualization of data is vital

r2 = 0.49

From Dennis Hartmann’s class notes:
http://www.atmos.washington.edu/~dennis/552_Notes_3.pdf

http://www.atmos.washington.edu/%7Edennis/552_Notes_3.pdf
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Visualization of data is vital

AOSC 652: Analysis Methods in AOSC

From Dennis Hartmann’s class notes:
http://www.atmos.washington.edu/~dennis/552_Notes_3.pdf

r2 = 0.49

http://www.atmos.washington.edu/%7Edennis/552_Notes_3.pdf
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Visualization of data is vital
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Visualization of data is vital

AOSC 652: Analysis Methods in AOSC

r2 = 0.49

From Dennis Hartmann’s class notes:
http://www.atmos.washington.edu/~dennis/552_Notes_3.pdf
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Test for statistical significance of correlation vital

AOSC 652: Analysis Methods in AOSC

From Richard Lowry’s class notes:
http://www.vassarstats.net/textbook/ch4pt1.html

Practice: Linear Correlation Coefficient for 5 throws of a pair of dice, done 473 times

http://www.vassarstats.net/textbook/ch4pt1.html
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Test for statistical significance of correlation vital

AOSC 652: Analysis Methods in AOSC

From Richard Lowry’s class notes:
http://www.vassarstats.net/textbook/ch4pt1.html

c
Practice: Linear Correlation Coefficient for 10 throws of a pair of dice, done 424 times

http://www.vassarstats.net/textbook/ch4pt1.html
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Test for statistical significance of correlation vital

AOSC 652: Analysis Methods in AOSC

From Richard Lowry’s class notes:
http://www.vassarstats.net/textbook/ch4pt1.html

Theory: Correlation Coefficient for 5 throws of a pair of dice, done infinite # of times

http://www.vassarstats.net/textbook/ch4pt1.html
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Test for statistical significance of correlation vital

AOSC 652: Analysis Methods in AOSC
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Test for statistical significance of correlation vital

AOSC 652: Analysis Methods in AOSC

From Richard Lowry’s class notes:
http://www.vassarstats.net/textbook/ch4pt1.html

Theory: Correlation Coefficient for 20 throws (left) and 30 throws (right)
of a pair of dice (left)

http://www.vassarstats.net/textbook/ch4pt1.html
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Test for statistical significance of correlation vital

AOSC 652: Analysis Methods in AOSC

From Richard Lowry’s class notes:
http://www.vassarstats.net/textbook/ch4pt1.html

N Directional Non-Directional

5 0.81 0.88

10 0.55 0.63

15 0.44 0.51

20 0.38 0.44

30 0.30 0.35

Absolute value of r needed to show two quantities bear
a statistically significant relation at the 95% confidence interval,

as a function of sample size

http://www.vassarstats.net/textbook/ch4pt1.html
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Test for statistical significance of correlation vital

AOSC 652: Analysis Methods in AOSC

From Richard Lowry’s class notes:
http://www.vassarstats.net/textbook/ch4pt1.html

N Directional Non-Directional

5 0.81 0.88

10 0.55 0.63

15 0.44 0.51

20 0.38 0.44

30 0.30 0.35

Absolute value of r needed to show two quantities bear
a statistically significant relation at the 95% confidence interval,

as a function of sample size
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Test for statistical significance of correlation vital

AOSC 652: Analysis Methods in AOSC

N Directional Non-Directional

5 0.81 0.88

10 0.55 0.63

15 0.44 0.51

20 0.38 0.44

30 0.30 0.35

Absolute value of r needed to show two quantities bear
a statistically significant relation at the 95% confidence interval,

as a function of sample size

See Section 8.4 of von Storch and Zwiers, Statistical Analysis of Climate Research
for methodology for assessing statistical significance of a linear correlation

http://www.leif.org/EOS/vonSt0521012309.pdf

http://www.leif.org/EOS/vonSt0521012309.pdf
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AOSC 652: Analysis Methods in AOSC

Suppose you have two sets of measurements (or data and model)
that you’d like to relate.

What else might we want to know?

Linear Correlation Coefficient
r = 0.85 
 72% variance of

satellite data
explained by

ground data
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AOSC 652: Analysis Methods in AOSC

Suppose you have two sets of measurements (or data and model)
that you’d like to relate.

Linear Correlation Coefficient
r = 0.85
Slope = 0.67
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AOSC 652: Analysis Methods in AOSC

Suppose you have two sets of measurements (or data and model)
that you’d like to relate.

Linear Correlation Coefficient
r = 0.85
Slope = 0.67

How is the slope found ?
What does the slope mean ?
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AOSC 652: Analysis Methods in AOSC

Linear Least Squares Fitting:

2

1
 (   )  

N

i ii
a b x y Cost Function
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Σ + − ≡

  y a b x= +
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   = 2 (   )  0
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i i
i

Cost Function a b x y
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∂
∑ + − =

∂

1

   = 2 (   )  0
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i i i
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AOSC 652: Analysis Methods in AOSC

1

   = 2 (   )  0
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i i
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Cost Function a b x y
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∂
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∂
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∂
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∂
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 Slope of linear least squares fit

 Intercept of linear least squares fit
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AOSC 652: Analysis Methods in AOSC

Suppose you have two sets of measurements (or data and model)
that you’d like to relate.

Linear Correlation Coefficient
r = 0.85
Slope = 0.67

Linear least squares fit:
“model” of satellite data as a
function of ground-based data,
assuming a linear relation
between the two quantities
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AOSC 652: Analysis Methods in AOSC

Suppose you have two sets of measurements (or data and model)
that you’d like to relate.

Linear Correlation Coefficient
r = 0.85
Slope = 0.67 ± 0.03

For description of calculation of the uncertainty of  slope
see Section 3.1.3 of Dennis Hartmann’s class notes:
http://www.atmos.washington.edu/~dennis/552_Notes_3.pdf

http://www.atmos.washington.edu/%7Edennis/552_Notes_3.pdf
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AOSC 652: Analysis Methods in AOSC

Suppose you have two sets of measurements (or data and model)
that you’d like to relate.

How can we quantify the “goodness of the fit” ?

Linear Correlation Coefficient
r = 0.85
Slope = 0.67 ± 0.03
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AOSC 652: Analysis Methods in AOSC

Suppose you have two sets of measurements (or data and model)
that you’d like to relate.

Linear Correlation Coefficient
r = 0.85
Slope = 0.67 ± 0.03
χ2

reduced = 1.15 2
2

Fit
1

( )1 =  χ
ν σ=

 −
 
 

∑
N

i i

i i

y Fit x

iwhere  is the uncertainty associated
                with each measurement and
             = N 1
                   for N = number of observations
                          = number of fitting par

σ

ν − −p

p ameters

            Often, one sets  equal to Nν

2Reduced  :χ
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AOSC 652: Analysis Methods in AOSC

Suppose you have two sets of measurements (or data and model)
that you’d like to relate.

Linear Correlation Coefficient
r = 0.85
Slope = 0.67 ± 0.03
χ2

reduced = 1.15 2
2

Fit
1

( )1 =  χ
ν σ=

 −
 
 

∑
N

i i

i i

y Fit x

iwhere  is the uncertainty associated
                with each measurement and
             = N 1
                   for N = number of observations
                          = number of fitting par

σ

ν − −p

p ameters

            Often, one sets  equal to Nν

Degrees of freedom

2Reduced  :χ



Copyright © 2016 University of Maryland.
This material may not be reproduced or redistributed, in whole or in part, without written permission from Ross Salawitch. 26 Sep 2016

39

AOSC 652: Analysis Methods in AOSC

Suppose you have two sets of measurements (or data and model)
that you’d like to relate.

Linear Correlation Coefficient
r = 0.85
Slope = 0.67 ± 0.03
χ2

reduced = 1.15 2
2

Fit
1

( )1 =  χ
ν σ=

 −
 
 

∑
N

i i

i i

y Fit x

iwhere  is the uncertainty associated
                with each measurement and
             = N 1
                   for N = number of observations
                          = number of fitting par

σ

ν − −p

p ameters

            Often, one sets  equal to Nν

Reduced χ2 is an under-used, often unappreciated, quantitative measure of
the degree of relation between a model and data, or two types of measurements

(or, two types of models, if we can define uncertainties for each)

2Reduced  :χ
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AOSC 652: Analysis Methods in AOSC
Reduced χ2 is an under-used, perhaps unappreciated quantitative measure of

the degree of relation between a model and data, or two types of measurements
(or, two types of models, if we can define uncertainties for each)
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AOSC 652: Analysis Methods in AOSC
Reduced χ2 is an under-used, perhaps unappreciated quantitative measure of

the degree of relation between a model and data, or two types of measurements
(or, two types of models, if we can define uncertainties for each)

Reduced χ2 is very commonly used in the physics community

Indeed, in physics lab courses, students are sometimes cautioned to
be critical of an experiment where reduced χ2 lies close to zero.

Why is this?
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AOSC 652: Analysis Methods in AOSC
Reduced χ2 is an under-used, perhaps unappreciated quantitative measure of

the degree of relation between a model and data, or two types of measurements
(or, two types of models, if we can define uncertainties for each)

Reduced χ2 is very commonly used in the physics community

Indeed, in physics lab courses, students are sometimes cautioned to
be critical of an experiment where reduced χ2 lies close to zero.

Why is this?
See http://www.physics.csbsju.edu/stats/chi_fit.html for more for reduced χ2

http://www.physics.csbsju.edu/stats/chi_fit.html
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AOSC 652: Analysis Methods in AOSC

where x' is deviation from mean

Auto-correlation

Canty et al., ACP, 2013
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AOSC 652: Analysis Methods in AOSC

where x' is deviation from mean

Auto-correlation

Canty et al., ACP, 2013
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AOSC 652: Analysis Methods in AOSC

where x' is deviation from mean

Auto-correlation

Canty et al., ACP, 2013
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AOSC 652: Analysis Methods in AOSC

where x' is deviation from mean

Auto-correlation

Canty et al., ACP, 2013
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AOSC 652: Analysis Methods in AOSC

where x' is deviation from mean

Auto-correlation

Canty et al., ACP, 2013
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AOSC 652: Analysis Methods in AOSC

where x' is deviation from mean

Auto-correlation

The behavior of the auto-correlation of a signal is often used to infer
degrees of freedom: see for example Dennis Hartmann’s class notes:
http://www.atmos.washington.edu/~dennis/552_Notes_6a.pdf

Canty et al., ACP, 2013

http://www.atmos.washington.edu/%7Edennis/552_Notes_6a.pdf
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